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Abstract

“Seeing” temperature can offer enormous advantages
suitable for a diverse variety of applications, one of them
being efficient contactless screening for COVID-19 symp-
toms in crowded areas. Instead of successively measur-
ing the temperature of every individual, AR applications
in combination with thermal cameras could highlight and
track potential risk bearers showing COVID-19 symptoms
such as abnormally high body temperature. We provide
a system that modifies the physical build of a Microsoft
HoloLens 2 such that it holds Hardware components ca-
pable of measuring temperature. Furthermore, it uses a
TCP connection to send data from a Raspberry Pi to the
HoloLens, processes this data, and provides different modes
for the user to visualize the thermal data. A video of our
work is linked in the references [5].

1. Introduction

Ever since the beginning of 2020, the earth and its way of
life have been dictated by the COVID-19 outbreak. People
have started to worry more about their health and have taken
action against the mass-spreading of viruses. Various tech-
nologies and machines have been developed to screen body
temperatures of individuals to detect risk bearers showing
COVID-19 symptoms. In some countries, such machines
are used to permit or allow entry to certain office buildings.
They most often work by solely measuring temperature. In
this work, we take existing machines to measure and display
body temperature and combine them with the advancements
of mixed reality technology to display the user the thermal
information directly into the AR visor.

Thermal imaging in combination with augmented reality
(AR) is not only interesting for the medical field. The ad-
vantage of thermal imaging with infrared (IR) sensors is that
it can neglect the visual interference that a human would
have. An example of this is night vision or vision through a
fog. If we combine these features with AR technology, we
can extend the vision capability of a person drastically and
display thermal information directly to the visual feed. The
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US army is developing a new generation of Night Vision
goggles (NVGs) that use thermal imaging coupled with AR
features [16]. A startup called Longan Vision is creating an
AR Visor combined with thermal cameras for firefighters,
to give them the ability to see through smoke in a burning
building [18].

2. Related Work

Our work is based on perceiving temperature in the
world with a special interest in body temperature, cameras
that can capture the thermal radiation of the objects
corresponding to the temperatures, and the visualization
of said temperature in mixed reality (MR). Cameras that
can create thermal images based on the energy waves of
the thermal radiation are called forward-looking infrared
(FLIR) cameras or thermal cameras. To visualize the
thermal data in MR, a head-mounted display (HMD) is
used, other options include smartphones and tablets.

Body temperature. The normal human body tem-
perature is around 37 °C. Different body parts can have
higher or lower temperatures because of a transfer of heat
to and from the core. When a person has a fever the core
temperature rises to 38-40 °C, temperatures above 41 °C
can lead to critical conditions. [1]. Hewlett et al. showed
that infrared thermal detection systems have the potential
to screen persons for febrile illness [8].

Temperature visualization. In this section we consider
related work incorporating visualization of temperatures us-
ing an HMD.

A closely related work is from Erickson et al. where
the authors investigate the connection between felt tem-
perature and visual representation of temperature through
color or holograms [6]. They implemented a thermal vi-
sion view similar to ours but using two thermal cameras.
The HoloLens is used as the HMD but the whole system is
not used as standalone since everything gets streamed to the
HoloLens via Unity holographic remoting. Through this,
they bypass the hardware limitations of the HMD.

Schonauer et al. presented a system that can help fire-
fighters map out a building and find stuck people based on



their body temperature in extreme situations such as fire and
smoke [17]. They too used quite extensive hardware to sup-
port the processing of the system. In addition, the used ther-
mal camera has a high refresh rate of 50 Hz that enables
them to create a thermal live preview. For thermal cameras
that use a lower refresh rate such as a live stream over the
user’s view is not possible without breaking the feel of im-
mersion or worse without making the user dizzy.

Knierim et al. showed an example of visualizing thermal
flux in MR [12, 13]. They used a stationary rod to visual-
ize the temperature and the infrared camera was also fixed.
Since it is a known and stationary object it makes the cap-
turing of the thermal data easier. The worn HMD knows the
position in space of the rod through a marker under the ob-
ject. The work is a good example of how thermal data can
be incorporated into MR.

3. System Overview
3.1. Hardware

AR device. For our project, we used a Microsoft
HoloLens 2 [14]. It is a mixed reality headset that has a
high resolution coupled with head and eye-tracking. The
6 DoF tracking allows the headset to track its position
in the real world. With the built-in depth sensor, it can
create a world mesh around the space of the user. The
built-in computation device and especially their custom
build holographic processing unit is powerful. However,
we always have to consider that this is a mobile device and
the provided resources are limited.

Thermal Camera. The camera is a LEPTON®3.5 from
FLIR', a small camera that captures thermal images of
160x120 pixels size. It has a temperature accuracy of +
5°C. The camera weighs 0.9 grams and is sitting on a FLIR
Lepton® Camera Breakout Board v2.0 to easily connect
it to the Raspberry Pi and power the camera via a cable.
When we talk about the physical build of our application,
we assume that the camera and its board are one piece.

Minicomputer. The infrared camera is connected to a
Raspberry Pi 4 via a cable. The Raspberry Pi is a cheap,
credit-card-sized computer. In our work, it is used to pro-
cess the captured infrared data, convert it to Celsius degrees
and then send the temperature data to the HoloLens.

To make the Raspberry Pi portable, we added a PiJuice bat-
tery to it. Otherwise, the minicomputer has to be constantly
powered by cable.

3.2. Physical Build

Camera. To make the build portable, we had to come
up with a system that would allow us to stick the IR camera
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and the Raspberry Pi directly to the HoloLens. In a first
step, we 3D printed a mount for the camera, attached the
camera to it via four small screws, and glued everything on
top of the front enclosure of the HoloLens as in Fig. 1b.
Since the IR camera and its mount weigh little to nothing,
the user does not experience any balancing issues. Note
that in this state, the camera is rotated by 90 degrees.

Raspberry Pi. The Raspberry Pi turned out to be more

difficult. First, we had to create a casing for it. Commer-
cially available cases were too small because we have ad-
ditional height from the PiJuice battery. For this reason,
we took an existing 3D model of a case [3], extended its
height, and added more air circulation openings. We printed
it at ETH and it rested a little bit more than six hours in the
printer. Over the span of the course, we redesigned the case
once to optimize it for our input and output cables as seen
in Fig. la.
We tried out different places to attach the Raspberry Pi to
the HoloLens and decided to mount it on top of the rear
cover because there, the influence of the additional weight
was minimized and the user was still able to operate the
HoloLens to its full potential. Furthermore, the contact sur-
face at this part is nearly flat. This gives a bit more stability
to our attached case.

3.3. IR Camera Module Implementation

IR Data. To convert the data from the infrared camera to
Celsius degrees, we are using a Python script running on the
Raspberry Pi. We have modified an implementation from
the purethermall-uvc-capture” [11] GitHub repository.
The author permitted us to use the code for our application.
The basic idea of the conversion is to capture the infrared
energy emitted from the environment and for each pixel,
the amount of photons is scaled to a 14-bit integer which
represents the temperature in Kelvin. Finally, we just need
to convert the temperature from Kelvin to Celsius.

The resulting data is a 2D array of size 160 x 120 containing
the temperature of each pixel in Celsius degrees.

TCP Data Transfer. We are using a Python script
that runs a TCP server on the Raspberry Pi to which the
HoloLens application connects. The app is listening on the
connection for the temperature data. The TCP server gets
a single frame from the IR camera, as described above,
and sends the data in JSON format to the HoloLens. The
HoloLens app can then deserialize the JSON to get the
actual temperature data.

Image Alignment. Since we are accessing two camera
feeds, we have two pictures of different sizes and angles.
To tackle this problem, we decided to use feature matching
to create a homography matrix. We use this matrix to warp



(a) 3D printed Raspberry Pi case

(b) IR camera attached to the HoloLens

Figure 1. Physical Build

an image from the HoloLens image space to the IR camera
image space. This by itself does not sound too complicated,
but since the two camera spaces have different image sizes
and modes, we need to consider some points.

First of all, because the images have very different reso-
lutions, namely the HoloLens image has a resolution of
3904 x 2196 pixels and the thermal image only 160 x 120,
we resize the images. We downscale the HoloLens image to
1920 x 1080 and upscale the thermal image to 492 x 369.
We also convert both images from RGB to grayscale. Fur-
thermore, because the IR camera is mounted rotated by 90°
to the HoloLens, we also rotate the thermal image by 90°
counterclockwise so that both images are oriented the same
way.

After that, our approach uses SIFT? features to find corre-
sponding feature points in both images. We compared the
algorithm with ORB® features but did get fewer and more
faulty matches with ORB. Finally, we use the RANSAC* al-
gorithm to select the best matches and create a homography
matrix by solving the equation:

H=QPT(PPT)~! (1)

where P is the matrix of selected points in the HoloLens
image and Q is the matrix of the same points in the IR
camera image. We can then apply a homography transfor-
mation to any pixel in the HoloLens image using H and get
the resulting pixel in IR camera coordinates. In the current
build, we store H hardcoded on the HoloLens application
so that the TCP traffic is minimized while using the app.

3.4. HoloLens Implementation

As the main development tool, we used Unity and
C# [19]. We developed our project under Unity version
2020.3.20f1, for the setup we used the Mixed reality fea-
ture Tool provided by Microsoft that made the Unity setup

2Scale-invariant feature transform
3Based on the FAST feature detector and BRIEF binary descriptor
4Random sample consensus

easier. This also included the installation of the Mixed
reality toolkit (MRTK) in Unity that provides us with the
functionalities needed to interact with the HoloLens 2 [15].
Our project includes the JSON .NET For Unity package [].
This package is needed for data transfer purposes.

HoloLens App. The AR applications were designed to
fulfill the screening of temperature as the main application.
Therefore, the App directly launches into the ”Crosshair”
mode that mimics a thermometer. The second mode called
”Imaging” mode lets the user display the thermal image in
the world. We also thought about adding a third mode that
can automatically detect faces but this is not included in
the current version. The reason for not including the face
detection mode will be explained later.

We will now discuss the implementation of the different
modes in a bit more detail.

Crosshair mode. When the user launches the app or
selects this mode, a reticle gets displayed in the center of
the view. This is the area where we get the temperature
from. A panel with the temperature data is displayed
above the crosshair. Both holograms follow the user’s
head movements. The result can be seen in Figure 2a.
To implement this we update the position and rotation of
the game objects according to the camera position that
corresponds to the head of the user and put the holograms
further down the z-Axis. To extract the temperature value
at the right position we use the homography matrix from
equation 1 that maps pixel coordinates from the RGB
camera of the HoloLens to the corresponding value of the
IR camera. The right pixel position in the RGB image
was found out manually, note that this does not consider
the depth of the object currently measured and could
lead to small inaccuracies. This is the main mode that
could replace the thermometer currently used when doing
entrance checks in hospitals, airports, and events.

Imaging mode. Switching to the imaging mode deacti-



(a) The Crosshair mode used on a person wearing a
mask. grams.

(b) Two people sitting on a chair without any holo-

(c) The same two people as seen in Figure 2b but now
with the thermal overlay from the Imaging mode.

Figure 2. Crosshair and Capture mode as seen by the user wearing the HoloLens.

vates the crosshair mode and lets the user create a thermal
image. The thermal image gets drawn on a plane and
has the right position and rotation in the world. A result
of this can be seen in Figure 2c. We decided to go with
picture-only mode instead of a video sequence since the IR
camera provides only 7 frames per second (fps) whereas a
hologram should normally run at 60 fps.

Thermal image. From the IR camera, we get an im-
age frame with temperature data. We visualize the thermal
data on a plane and use a custom build shader for the right
pixel position and color. To position the plane in the real
world we use the camera to real-world matrix provided by
the PhotoCapture API [10]. Using this matrix, we can again
map pixels of the RGB image to the IR camera data. When
mapping temperature data to color, we chose to give the
lowest temperature the color blue with RGBA (0, 0, 1, 1),
the highest the color red with RGBA (1, 0, 0, 1) and in-
terpolate the other colors in between to create a false-color
image. For this, we use Unity’s Color. Lerp function. In
the end, we tell the shader at which pixel to set the specific
color. Note that the holograms use an additive color model,
this means that black will appear as transparent but this is
not that important for us. Our shader is based on a Unity
post [7]. An example with min and max temperature can be
seen in Figure 3.

4. Experiments

4.1. Portability

We have walked around outside and inside with our sys-
tem to see if the physical build was attached properly to the
HoloLens and if it would have any disadvantages for the
user. The only noticeable drawback is that the user needs to

Figure 3. Thermal image of a person with color legend

be more careful when adjusting the HoloLens to the head-
size with the wheel at the back because users with big fin-
gers cannot reach between the wheel and the Raspberry cas-
ing.

4.2. Temperature Accuracy

In order to measure the accuracy of our system, we mea-
sured different objects with the crosshair mode of our Unity
application and compared the results with the measurement
of a more advanced and accurate thermal camera’. The ad-
vanced camera has an accuracy of £ 2°C at room tempera-
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ture. The results stated that our systems would on average
return a temperature that was 2°C lower than the one of the
advanced thermal camera. We have therefore adapted our
system by adding 2°C to the output temperature. This is es-
pecially useful for our application since we expect fever to
show an abnormally high body temperature. This allows an
inexperienced user to see more familiar results when scan-
ning persons with abnormally high body temperatures.

5. Limitations

In this section, we list some of the limitations of our work
and possible future improvements. Furthermore, we state
the legal limitations of our approach - and therefore neglect
the ethical limitations.

5.1. Hardware

Unfortunately, our approach is limited heavily by the
hardware that we are using. We have listed the most
cumbersome problems in this section.

HoloLens 2 The used HMD is one of the limiting fac-
tors. Despite being powerful for such a device, the stability
and performance of the application were not always there.
Often the fps dropped below 60 and this should not happen
for holograms. Optimizing for performance is quite hard
since the debugging information was rather obscure.

When using the camera of the HoloLens an fps drop was
noticeable although everything happens asynchronously as
mentioned in the documentation.

Battery Life. Even though the Raspberry Pi has a

PiJuice battery connected to it, which should have a battery
life of around four hours, we experienced that we ran out
of battery after only about 30 minutes. We suspect that
the reason for this is the infrared camera module which
also runs off the Raspberry Pi’s battery. Another reason
is the TCP connection script, which runs constantly while
running the application. A positive thing is that we do the
bulk of the processing on the HoloLens. This saves a bit of
power.
To extend the battery life, we could connect a power
bank to the Raspberry Pi or buy a larger battery. The first
approach would require us to attach even more things to the
HoloLens, which is essentially already out of space. The
second one is a redesign of our Raspberry casing. Both
ideas will add more weight to the HoloLens.

Direct connection. Since the USB port on the HoloLens
is only for charging the device, we are not able to plug in
the camera directly into the HoloLens and access its data
stream. The Bluetooth function of the AR device does not
help either, since the IR camera does not support Bluetooth
features. This implies that we can neither get rid of the

Raspberry Pi, nor plug the Raspberry Pi into the HoloLens
via the USB port. However, it is possible to connect the two
devices via Bluetooth by using a specific API°. We decided
to use a TCP connection for the sake of simplicity.

5.2. Software

TCP Connection. Since we decided to use a TCP
connection for the data transfer, we always need to be
connected to the internet. Furthermore, we need to know
the IP address of the Raspberry Pi at any time. Because the
IP address is hardcoded in the script, we need to modify
the connection script when changing the network. We
cannot find the correct IP address from the HoloLens
directly as this would require having some sort of public
known address like a server. By using a server, we could
modify the script such that the TCP connection could
be instantiated as soon as both the HoloLens and the
Raspberry Pi are connected to a network. Furthermore, it
would allow to push and pull the thermal data from the IR
camera directly to the server. A drawback to this method
would be the latency, which is already fairly high because
of the IR camera. Furthermore, this requires even more
hardware components. Finally, the developer would have to
look at the legal restrictions of saving medical information
on a server.

Mapping. The provided mapping from the HoloLens
frame to the IR camera frame is hardcoded at this point.
We planned to provide a function that would allow the user
to renew the mapping when starting the AR application.
The mapping might become worse over time because the
IR camera could possibly shift if the screws loosen up or
the user plays around with the mount. Our team decided to
not implement such a feature because there need to be a lot
of things considered when doing such a mapping. Since we
are comparing tiny thermal pictures with high-resolution
pictures, we need to consider a few things to get a useable
mapping. For example, we need a black background that
is not too hot when taking the baseline image. If the
background is not black, we will not get enough good
features to create a faultless mapping.

Face detection. = We have come up with the idea to
apply face detection on the thermal image. In Python,
we could use open source code and apply the detection
algorithm directly to the thermal image. This approach did
not work very well, since the thermal image has not enough
features to properly detect faces. A possible solution to this
would be to use a machine learning pipeline to train a deep
network on thermal faces.

A different approach to this problem could be to send the
HoloLens image to the Raspberry Pi, search for faces and
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return the found rectangles - or simply send the thermal
data inside the found face rectangles. The drawbacks of
this method are the additional network traffic, its latency,
and the power drain of the PiJuice battery.

The next approach was tracking faces with the HoloLens
and then applying the Homography matrix 1. This would
allow us to determine the exact surface temperature of a
face and subsequently just display the temperature above
a face. There exist a sample of this by Microsoft which
tracks a face with the HoloLens2 [2], but this does not work
as is within a Unity application. This is because Unity uses
its own C# compiler which does not support the newer
.NET standards used by the sample. The next idea we had,
was to implement this ourselves using OpenCV. This also
did not work, because there are no open-source versions of
OpenCV available for Unity. [19]

An additional concern that came up after testing with
the Microsoft sample was that simple face tracking did
not work flawlessly. Since people are required to wear
masks almost everywhere indoors, the sample had serious
problems when trying to detect masked faces. A solution to
this could be to modify existing face detection algorithms
or use machine learning to create a deep network that
detects faces wearing masks.

5.3. Legal Limitation

In Switzerland, gathering medical information such as
body temperature is restricted by law [4]. Our application
is for example not allowed to save the collected temperature
data of a person. This is no problem because we only dis-
play the current temperature and do not save anything in our
system. Furthermore, we are not allowed to scan a person’s
body temperature against their will. Finally, we are not al-
lowed to make any assumptions about the health status of a
person we scanned. This is restricted to medical personnel.

6. Conclusion

This paper presents the combination of hardware and
software elements being added to an AR device to make
temperature information visible to a user. We think that our
proposed system has the potential to monitor persons to de-
tect febrile illness. However, for accurate medical results,
an approved thermal camera should be used. The portable
and light design makes it easy to wear for prolonged peri-
ods. Since we did not want to be bound by some additional
hardware, limitations are still there. The HoloLens 2 was
not specifically designed to work together with specialized
hardware. The limitations could be overcome with new gen-
erations of the HoloLens that may include more computing
power, AR-specific optimizations, and better hardware in-
tegration support.
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